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performances specifically [1, 8].

Improper maintenance of machines will result in
low standards of production output and will increase
the maintenance of machineries. Machines are
meant to work efficiently but in some circumstances,
machines can be less productive due to improper
preventive maintenance. Preventive maintenance
is a key factor which keeps the machine running
efficiently. The maintenance activity on machineries
needs extra attention by the management and
responsible personnel to ensure the optimum usage
of machineries and to eliminate unwanted wastages
due to machine stoppage.

Other factors affecting production lines efficiency
The amount of time taken to solve the faults on
production lines plays an important role in maximizing
the production output, Close attention on production
line is necessary by appointing someone watching the
whole shop floor without a blink of the eye to avoid all
the problems from getting to the peak. On the race to
meet the targets there will be unwanted breaks on the
machines where it will delay the production process.
The process to convey message to the respective
departments on the faults is another obstacle in the
existing industrial environment. The stops cause
losses in production output. Adding to it is the calling
process base on the departments availability is another
factor of unmet production output.

Essentially human capitalize nearly all the
processes on the industrial shop floor from the
management to the layman (operators). Visualizing
an industrial environment there are a big number of
people from various departments working together in
meeting the set goals. When it comes to unmet goals,
fingers are not to be pointed to an individual whereby
the supporting department also has their contribution
on this matter. Monitoring of supporting departments
m industries is another factor which should be
taken in account for improving the production
performance. The real time production monitoring
system is designed to show the performance of all
the related departments for each shift. By knowing
their performance, the departments can be aware of
the problems arising and counter measures can be
taken to further improve their working quality. The
supporting departinents play an equal role as the
production team in order to maintain the consistent
pace of work on the industrial shop floor.

There are three departments in industries, viz.
total quality management (TQM), production

planning and control (PPC), and maintenance and
others (vendors) which is the major contributor for
production interruption.

The TQM involves all the quality matters of the
parts produced. When a machine is not calibrated base
on specification or irregular inspection on the parts
produced it will result in higher rate of rejection or
parts near to perfect. Rejection is a restricted word in
industries because they will lead towards cost factor,
Rejection can be reject rework which usually falls
on parts that can’t be repaired to maintain base on
the specification of customers. The second rejection
is reject scrap which is a total lost part which will
directly result to waste. Such facts will affect the
output when it comes to tight end.

The PPC involves in planning the production
process and supplies base on orders. When parts
are not ordered base on demand then the production
process will be affected when the raw parts are running
short. The most crucial task of this department is to
plan the production process base on daily targets.
Wise production line management is important for
this team to sustain,

The maintenance department is responsible for
all technical matters on the industrial shop floor.
Preventive maintenance is the important task for this
department whereby the machine has to be checked
on timely basis to ensure optimum performance
of the machines. This is to reduce machine paris
replacements. Apart from that the most critical
matter on industries is safety. When 2 machine is
out of shape, the higher chances for the human who
operates it will be injured.

CASE STUDY: COMPANY A

The real time production monitoring system was
used to collect sample data from production lines
of company A for analysis. The raw collected data
from the production line is translated from machine
language to management language which explains
the content of the data base on the listed factors.
Machine language here is the collected data on the
performance of a certain machine and the data is
later analyzed and interpreted for the management
to understand their true capacity and performance.
Base on the factors affecting the production line, data
collected are categorized into 3 categories.

The performance of the worker was 55.88% (and
44.22% non utilized time)} on a particular shift. Base
on this information, the management can analyze the




Table 1. Factors affecting overall
equipment effectiveness (OEE).

Factor Effectiveness (%)
Availability 83.96
Performance 55.51
Quality 57.89
Overali 26.98

Table 2. Factors affecting the performance of department.

Department Performance (%)
Target  Actual
Total Quality Management 98.11 85.85
Production Planning and Control 95 100
Others 93 100
Maintenance 08.11  98.11

work nature of the worker time to time to maintain
a consistent work pace through the production
process.

The overall equipment effectiveness of a machine
(Table 1) was 26.98% on a particular shift. This finding
shows that the machine was in a mint condition and
the performance was far below average. The detail
analysis on the machine is also visualized using the
OEE formation and this further helps fo uncover
the crucial factor which drives the machine to less
productivity.

On a particular shift, the performance of two
departments (the production planning and controt
department, and others actual) was at 100% {Table 2}.
Next to it was the maintenance department at 98.11%
and the worst was the total quality management
department at 85.85%. With the help of a real time
production monitoring system detail break down
analysis is easily attempted.

By analyzing all the collected data, it ciearly shows
that the most crucial factor falls under machineries,
followed by workers and the supporting departments.
Such truthful data help the management to uncover the
problems which reduce the production yield. Using
the collected data, the root cause of the problem can
be easily traced and counter measure could be taken
base on necessary needs. There are lots of rooms for
improvement and counter measures can be monitored
using a real time production monitoring system.

CONCLUSION

The real time production moniforing system
developed is an essential production tool in industries

for both the management and the production team.
It captures and distributes unadulterated production
information at all levels along the production process
without human intervention. With the collected data,
realistic production goals can be achieved. Events
occurring can also be displayed with the help of a
real time production monitoring system. Production
faults can be rectified instantly. A real time production
monitoring sysitem enables the production team to
operate efficiently optimizing all available resources
towards better production.

The real time production monitoring system
works alongside OEE. The awareness of OEE is
vital when it comes fo decision making. Companies
have begun to value the great strength of OEE in its
ability to help the management improve the overall
operation performance of their machineries, With
OEE decision making is made easy. The simple
metrics of OEE brings to light all the valuable
information required by the management.

One of the greatest strengths of industries is
human capital, whereby they are considered as the
major role player on the development of industries.
The real time production monitoring system helps the
management to efficiently monitor the workers and
drive towards optimum man power utilization which
is in line with the set requirements of industries.
Information on human capital will further strengthen
the true capacity of the workers performance not only
on the production lines but also to the supporting
departments involved in the production process.
When man power utilization is being optimized this
will boost morale towards a better production yield.

With the limited resources available on the
industrial shop floor, the practice of using real time
production monitoring system is crucial. The real
time production monitoring system shouid be fully
utilized so that whatever resources available within
the industrial sector were not wasted but used to the
optimum to improve the production yield. By taking
these necessary steps industries can improve and
maintain a more efficient production line.
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Inverse identification of viscoelastic material properties using
the biaxial bubble inflation test
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Abstract An inverse method based on the Levenberg-Marquardt algorithm and the finite element method
has been applied to the bubble inflation technigue. The method was used to identify viscoelastic constitutive
properiies from the bubble pressure—piston displacement relationship. The strain dependent behaviour was
characterised by a two-parameter Mooney Rivlin hyperelastic model while the time dependent behaviour was
characterised by the Prony series. To overcome difficulties of implementing the Prony series in an inverse
method due o its large number of variables, the Prony series was fitted with a three-parameter modified
power law equation. The inverse method was evaluated using numerical experiments and it was found that
good estimates of the viscoelastic properties could be obtained using only one set of bubble pressure—piston

displacement data.

Keywords biaxial — bubble inflation — viscoelastic — inverse identification

INTRODUCTION

The bubble inflation technique has long been used
to characterise the mechanical properties of soft
materials including rubbers, polymer melis, food
materials and tissues [e.g. 1-8]. The technique is
attractive because it approximates the biaxial tensile
condittons attained in practice for these materials. For
example, the technique is popular for characterising
the behaviour of dough as it is perceived to simulate
the expansion of the air cells in the dough during the
baking process [=].

In the bubble inflation technique, a sample in
the shape of a thin disc or a membrane is held by
a clamp at its circumference and then inflated to a
bubble using pressurised air [5]. The pressurised air
can be achieved via for example a piston mechanism.
Typically, the pressure inside the bubble and the
bubble height are measured experimentally. An
analytical solution which relates the stress-strain
relationship to these measurements has been derived
by Bioksma [3]. However, recent studies [5, 6] have
suggested that the assumptions regarding the bubble
geometry in Bloksma’s solution are inaccurate and
that it is necessary to measure the bubble geometry

experimentally to calculate the stress and strain.
Some of these geometrical measurements, such as the
thickness of the material at the pole of the bubbie, are
tedious and very difficult to obtain.

With the advancement of computer technologies,
inverse methodologies have been increasingly used
to identify material properties from non-standard
experiments data where the deformation field is
not homogeneous and analytical solutions are not
available. In the inverse method, the stress-strain
properties are changed in an iterative manner until
the predicted mechanical response matches the
experimental measurements. The predictions are
normally obtained numerically such as using the finite
element method. For the bubble inflation technique,
an inverse estimation of material parameters has been
attempted previously [7]. In that work, the material
was assumed to be characterised by a hyperelastic
constitutive equation and time-dependent effects
were not included [7]. However, it has been shown 5,
9] that there is a large variation of the strain rate as the
bubble expands. For a highly viscoelastic material,
the time dependent properties should be included in
the analysis to provide a realistic characterisation of
the material behaviour {4].
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There are various mathematical models which are
used to characterise the time dependent behaviour
of viscoelastic materials. The Prony series, which
consists of N number of exponential functions,
is used widely in numerical codes since it can be
efficiently implemented [10, 11]. However, to
achieve a globally smooth, broadband viscoelastic
behaviour across a large time span, a large number
of exponential functions are required. Furthermore,
the larger the number of parameters that needs to be
characterised, the larger will be the computational
expense of the inverse method [12]. An alternative
to the Prony series is the power law equation [13,
14] which contains a smaller number of parameters
but which is more difficult to implement in numerical
codes.

The objectives of the current work were twofold.
The primary objective was to apply an inverse
methodology to obtain strain and time dependent
viscoelastic properties from measurements of bubble
pressure and piston displacement in the bubble
inflation test. The second objective was to combine the
benefits of both the power law equation and the Prony
series to facilitate the inverse identification of the
time dependent behaviour. To evaluate the feasibility
of the methodology, a numerical experiment was
performed since the correct solutions are known.

MATERIALS AND METHODS

Finite Element Model
The finite element analyses were performed using the
commercial package ABAQUS [15]. The geometry

bubble
&

|
. A E gas
axis of i
Symmelry i cylinder
L
T N
piston

Figure 1. Schematic of finite element model
to simulate the bubble inflation test.

of the simulation is shown schematically in Figure 1
[9]. The material was modelled to be in contact with
a gas which was enclosed in a cylinder and driven
with a piston at a predetermined speed. The material
was modelled using axisymmetric, eight-noded
elements while the gas was modelled using bi-nodal
hydrostatic elements. Both the cylinder and piston
were modelled as rigid bodies. Unless otherwise
stated, the simulations were performed assuming a
piston speed of 25 mm/min, which is of the same
order of magnitude as the speed used in previous
experiments [5]. The total piston displacement was
300 mm and the time duration was 12s.

From the simulations, values of bubble pressure
and piston displacement were obtained from the
ABAQUS code variables PCAV and U2 respectively.
These variables relate to experimental measurements
of pressure in the bubble and piston displacement
that can normally be obtained without significant
experimental set-up.

The inverse methodology pursued in this work
was based on matching predicted bubble pressure—
piston displacement using guesses for the material
properties to ‘experimental’ data, The ‘experimental’
data here refer to exact finite element computations
of PCAV and U2 using known values of material
properties.

Material Model

Simple models to characterise viscoelastic behaviour
typically assume that the strain and time dependent
behaviour is separable such that under a step-strain
relaxation test, the stress is described by:

ole, t)=0,k)E) (1)
where o is the stress at true strain € and time ¢ . The
strain dependent function, 6,(g), has dimensions
of stress and the time dependent function, ¢(t), is
dimensionless.

Two common models for ¢(#) were of interest
in this work. The first model was the Prony series
which can be written as:

N
gW)=3.+Y 3 exp[-—,ci] @)
f=1 i

where T, are time constants, g, and g, are
dimensionless constants; and

N
8ot gi=1 (3)
=1




with g_ corresponding to the equilibrium component.
The time constants are usually unknown, but for
the approximation of experimental data, a popular
technique is based on Schapery’s collocation method
where the range of T, falls within the duration of the
experiment and each T, is associated with a decade of
time apart [16, 17].

The second model was the power law equation
[13, 14], which can be written as:

(1) =(i)mn )

S

r

where # is the power law exponent and ¢ is a
reference time. Equation (4) is of limited use
due to the singularity when t — (. In parallel to the
Prony series where the concept of instantaneous and
equilibrium (long-term) stresses are incorporated,
the modified power law equation [17] can be used
instead,

-1

{
g(t)=g.+(1-g.) 1+;—

r

)

where g, defines the equilibrium component in the
saime way as in the Prony series.

Comparing between equations (2) and (5), it can
be seen that the modified power law equation requires
only three independent variables to characterise
the time dependent behaviour, compared with N
variables in the Prony series (assuming that the time
constants are selected a priori). The fewer and fixed
number of variables make the modified power law
equation a more convenient choice for use in inverse
methods. However, since the Prony series is used in
ABAQUS, a fitting procedure has to be performed to
convert equation (5) into equation (2).

The strain dependent behaviour of the material
was assumed to be described by the Mooney-Rivlin
hyperelastic potential, where the true stress in the
uniaxial deformation state is given as:

1
Ty ()= Z(Cm;" +Cy {A “)?) (6)

where C; and C are constants, Incompressibility of
the material was assumed.

Inverse Method

The inverse method was used to deteriine the two
strain dependent parameters, C, and C,,, and the
three time dependent parameters, » , ¢ and g_. The

Levenberg-Marquardt algorithm as described in [19]
was utilised to minimise the objective function, @ ,
which is given by:

100

1 2 1 5
q”gz[f(l’)] =5rr

where p’ = {Ci,Coy-151,,8,} and r=P - P
, where P and P are respectively the predicted and
experimental values of bubble pressure corresponding
to the same piston displacement. The total piston
displacement was divided into 100 points and the
objective function was summed over all the points.

A general outline of the inverse method is
presented in Figure 2. Guess values were initially
assigned to the material parameters C,;, C,, # , ¢,
and g _ . The modified power law parameters were
then fitted with the Prony series in a least squares
error method in a Microsoft Excel spreadsheet
using the Solver function. To perform this fitting,
the number of exponential terms in the Prony series
was predetermined. In addition, the time constants
T, for these exponential terms were also selected a
priori. The Prony series and the strain dependent
parameters were then input into the finite element
models of the bubble inflation to obtain the predicted
bubble pressure-piston displacement relationship.
This was repeated in subsequent iterations as the
material parameters were changed in the algorithm to
match the predicted relationship to the experimental
measurements, [f no solution was found after twenty
iterations, the inverse method was stopped and the
last computed material parameters were reported.

The inverse method was implemented in a Python
script which interfaced with the ABAQUS software
to perform the finite element simulations and with
Microsoft Excel to fit the Prony series to the modified
power law equation. In order to maintain stability of
the material models and obtain physically meaningful
values, the following constraints were applied: C, >
0,C,=0,¢£>0,and g >0

These constraints may be implemented by means
of the penalty method [7, 19] but in this work, an
alternative implementation was used. Each of the
parameters was assumed to be the squared product
of another variable which was to be determined in

2 ¥
the inverse method, e.g. Cyy =(C1*0) where €,
replaced C as the free parameter in the inverse
algorithm.
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price of crude palm oil shot through the roof, making
it uneconomical to consider bio-diesel. The potential
market for bio-diesel in Europe has ‘disappeared’
due to the ‘green’ lobby in Europe which raised
doubts over the eco-friendly status of palm oil, citing
the destruction of rainforests — habitat to the orang
utan — for planting more oil palm. Indeed, it is now
evident that the bio-fuel industry in any country needs
government support and commitment to succeed.

Recently, there has been a lot of excitement and

interest in a ‘new’ oil-producing crop, Jatropha
curcas or physic nut. Jatropha oil has a low iodine
value (IV) of 13 compared to palm oil (54). Generally
speaking, an IV of less than about 25 is required for
long-term use in unmeodified diesel engines. High
IVs reflect a tendency for the oil to solidify whereas
oils with low IVs can be used as fuel without any
further processing other than extraction and filtering.
Jatropha has also been touted as being able to grow
in arid and rather inferiile conditions — thus, should
not be competing for fertile, arable land used for food
crop production. However, we should approach the
cultivation of Jatropha with caution at the present
moment:

1. Harvesting the fruit is a major cost (35-50%
of the total production costs) because it is
necessarily a manual operation. We can ill-
afford to embark on the cultivation of a labour-
intensive crop.

2. Unlike annual oil crops like soybean, sunflower,
groundnut and rapeseed, fruit ripening is not
uniform and ripe fruit clusters are distributed
all over the tree.

3. Harvesting is very labour-intensive: Jatropha
requires about 500 man-hours to harvest one
tonne of seed compared to only about 16 man-
hours for oil palm.

4. Bio-diesel yield from oil palm at about 4,750
litres/hectare is unsurpassed by any other oil
crop, whereas bio-diesel yield from Jatropha
is a mere 1,500 litres/hectare [3] — less than
one-third (Fig. 1).

5. Furthermore, there is as yet no supporting
local data on the bio-diesel yield of Jatropha.

It may be seen that oil paim surpasses all oil-

crops at the present moment in bio-diesel production.
Coconut with a bio-diesel yield roughly half that
of oil palm ranks as a poor second, with Jatropha
coming in third.

Bio-dieset yield (litres/ha)

Figure 1. Comparative bio-diesel vyields of
selected oil crops.

BIO-ETHANOL

Essentially, bio-ethanolrefers toalcohol fuel produced
from crops. Usually crops which concentrate sugar
or store starch are the obvious choices as alcohol is
produced when sugar is fermented. For starch crops,
an extra step is required to hydrolyze the starch into
sugars first. Currently, ethanol is the alcohol of choice
and petrol cars can take up to 10% ethanol without
the need to modify their engines.

Brazil is a shining example of the success of
bio-ethanol. It takes the lead in the use of ethanol
made from sugarcane as a bio-fuel since its ethanol
fuel programme began 30 years ago. There, ethanol
is used interchangeably with petrol in specially
modified car engines called Flex cars. USA uses
corn as the feedstock for alcohol production, and
gasohol (a mixture of alcohol and gasoline) is
already available at petrol pumps in some states of
USA. Other countries which have jumped on the bio-
ethanol bandwagon include China (using cassava
and molasses), Thailand (using cassava) and Canada
(using corn).

From Figure 2, it may be seen that, on a given
piece of land, the highest yielding crop in a year
is sugarcane, followed closely by sweet sorghum
and sugar beet. Sweetpotato can be almost as high-
yielding if two crops (taking 3'2 to 4 months per
crop) are raised per year. Indeed, the ethanol yield
per hectare from two crops of sweetpotato surpasses
that of sugarcane. In any case, in Malaysia, climate
conditions are too wet to raise sugarcane with a high
sugar content, while sweet sorghum is more suited to
the subtropics and sugar beet to the temperate zone.
Thus, sweetpotato becomes the most likely choice
for the production of bio-ethanol.




138

Journal of Science and Technology in the Tropics (2008) 4: 135-142

initial guess
{Mooney/Riviin ABAQUS to compute
andfor power taw) bubkle prassuze —

piston displacament
i / e \.
. compare with “experimental’

; I - di
Microsoft Excel to convernt prassure - displacement data

power law loProny series not maichin

\ meatcls

change guess values
via inverse algorithm

solution = guess values

Figure 2. Outline of the inverse method.

Numerical Experiments

To evaluate the feasibility of applying the inverse
method to the bubble inflation technique, numericat
experiments were conducted, i.e. finite element
computations of the bubble pressure-piston
displacement based on known parameters were used
as the ‘experimental’ data. The different experiments,
referred to as ‘cases’, are summarised in Table 1.

In Cases 1 to 4, the time dependent behaviour
was not included in the analysis. Thus, the inverse
method was used to identify the values of C  and
C,, from the bubble pressure—piston displacement
relationship. The experimental data were computed
using the Mooney-Rivlin constants from [4].

In Cases 5 to 6, only the time dependent material
parameters were subjected to identification in
the inverse method. The experimental data were
computed using the material parameters from [18].
Since a different hyperelastic potential was used
in [18], the material parameters were recalculated
for the Mooney-Rivlin hyperelastic potential. Two

exponential terms were used in the Prony series
corresponding to T; = Is and 100s respectively [18].
Case 7 was similar to Case 5 except that the analysis
was based on a piston speed of 0.25 mm/min rather
than 25 mm/min.

In Cases 8 to 11, all five material parameters were
subjected to identification from the inverse method.
Similar to Cases 5 to 7, two exponential terms in
the Prony series were used. In Cases 12 to 15, five
exponential terms were used in the Prony series
corresponding to time constants 1, = 0.1s, 1s, 10s,
100s and 1000s. The larger number of exponential
terms is preferable in practice since no information
about the time dependent behaviour is normally
known a priori.

RESULTS

The initial guesses and the final values of the material
parameters, C, , C,, , #, £, and g, , for all Cases are
shown in Table 1.

For Cases 1 to 4 where only the strain dependent
parameters were evaluated, it can be seen that the
inverse method could identify accurately the material
parameters if reasonable initial guesses were used.
Similar success has also been found previously [7].

For Cases 5 and 6, the final values for #, f, and
g.. were different even though their corresponding
bubble pressure—piston displacement relationships
matched the experimental data very well (Fig. 3). The
discrepancies between Cases 5 and 6 were due to two
factors. Firstly, the limited number of the exponential
terms and the selected values of 7, in the Prony

Table 1. Summary of values for the different cases in the numerical experiments. The units are kPa for C,) and C| and

seconds for £y .Both 7 and g

~ have no units. Where applicable, the values are expressed up to three decimal places,

Case ltera-

Na. linput vajues Initial guesses Final values from inverse method : ions
Cio i Cos Cro Cos tr ge Cwo | Cu

1 0.367 | 0010 ¢ 1.6 : 10 .387 | 0,010 g

2 9.367 | 0.010 0.367 : 0.010 11
3 0367 ! 0010 0387 | 1.010 11
4 9.367 : 0.010 2514 20
5 i.214 ; 0.000 g
8 10
7 17

8 18
. 20
10 20
11 i1
12 20
13 20
14 20
16 20
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Figure 4. Comparison of g(t) as described by
the modified power law equation and the best-fit
of the Prony series to the power law equations
for Cases 5 and 6.
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Figure 5. Changes in the bubble pressure-piston
displacement relationship from the inverse
method for Case 7.

series were inadequate to capture the differences
in the modified power law equations, Corparison
of the modified power law equation and the fitted
Prony series for these two cases (Fig. 4) showed that
although the power law equations displayed different
time dependent characteristics, their characterisation
by the Prony series was very similar except at larger
time values. Secondly, the inverse identification
of the time dependent parameters was sensitive
only within the relevant times encountered in the
experiments. Since the duration of the test was only
12s, the time dependent behaviour at larger times
could not be characterised accurately. Similarly, in
Case 7, when the inverse method was repeated on
experimental data corresponding to a piston speed
of 0.25 mm/min, the predicted bubble pressure-
piston displacement relationships did not match the
experimental dafa (Fig. 5). In this case, the values of
T, were much lower than the test duration of 1200s.
It can be concluded therefore that judicious selection
of the number and the values of the time constants T,
is required to obtain accurate results.

For Cases § to 11, the final predicted bubble
pressure-piston displacement relationships matched
the experimental data very well except for Case
10 (Fig. 6). The corresponding time dependent
characterisation by the modified power law equations
and the Prony series for these cases is shown in
Figure 7. For Cases 8, 9 and 11, their time dependent
characteristics were very similar and the problems
observed for Cases 5 and 6 were applicable here
as well. For Case 10, however, it appeared that the
inverse method encountered a local minimum since
the predicted bubble pressure-piston displacement
relationships was different from the experimental
data.

The final predicted bubble pressure-piston
displacement relationships for Cases 12 to 15 are
compared to experimental data in Figure 8. The
conditions for these cases were the same as those
for Cases 8 to 11, except that five exponential terms
instead of two were used in the Prony series. For all
cases except for Case 12, the final predicted bubble
pressure-piston displacement relationships matched
the experimental data very well. Figure 9 shows the
corresponding time dependent characterisation by
both the modified power law equations and the Prony
series for these cases. For Cases 13, 14 and 15, their
time dependent characteristics were very similar. In
particular, the higher number of exponential terms
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Figure 6. Comparison of bubble pressure-
piston displacement relationships between the
‘experimental’ data and the results from the
inverse method for Cases 8,9, 10 and 11.
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Figure 7. Comparison of g(f) as described by
the modified power law equation and the best-fit
of the Prony series to the power law equations
for Cases 8,9, 10 and 11.
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Figure 8. Comparison of bubble pressure-
piston displacement relationships between the
‘experimental’” data and the results from the
inverse method for Cases 12, 13, 14 and 15.
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Figure 9. Comparison of g(t) as described by
the modified power law equation and the best-fit
of the Prony series to the power law equations
for Cases 12, 13, 14 and 15.

provided a much smoother characterisation of the
time dependent behaviour. The kinks that were found
in the Prony series for the earlier cases and that are
unrealistic in practice have been removed. However,
for these cases, different values of C,and C, were
obtained although they tended to be within a 10%
error of the solutions.

DISCUSSION

Inverse identification methods which combine
optimisation technique and finite element analysis
have been previously found to be useful for estimating
material parameters from the bubble inflation test
[e.g. 7). However, previous inverse methods were
limited to characterising only the strain dependent
behaviour. For highly viscoelastic materials like
dough, excluding the time dependent behaviour can
lead to inaccurate material characterisation. This is
evidenced by the differing values of Cjand C| from
[4] and [18] which were used for Cases 1 to 4 and
Cases 5 to 15 respectively in the current work (see
Table 1).

It was earlier thought that incorporating
viscoelastic effects in the bubble inflation analysis
would render the inverse identification analysis
impractical [4]. However, the results obtained here
suggest that it is possible to apply the inverse method
to obtain both the strain and the time dependent
material parameters. In particular, the viscoelastic
parameters could be predicted without the need for
information regarding the bubble geometry. Only data
describing the pressure in the bubble and the piston
displacement were necessary. The use of the piston




displacement instead of bubble volume or height
implies that the pressurised air is incompressible. In
the case of the material being soft, the volume of the
air in the bubble could be assumed to be equal to the
volume of air displaced by the piston [5]. For stiffer
materials, the bubble pressure-piston displacement
relationship would either need to be corrected for the
compressibility of the air or be replaced by the bubble
pressure-bubble height relationship [e.g. 7], or the air
can be replaced by an incompressible fluid like oil
[e.g. 20].

A somewhat surprising finding in the current work
was that very reasonable identification of material
parameters was achieved despite using data from one
piston speed. This would most probably be due to
the range of strain rates that were encountered at the
pole of the bubble even though the piston speed was
kept constant. To improve the accuracy of the inverse
identification of the time dependent behaviour, it
would be possible to use data corresponding to a
number of piston speeds. However, this would increase
the computational expense significantly since for the
five parameters to be determined, there are six finite
element simulations to be run at each iteration. If
data from different speeds are used, then each speed
would require six simulations in each iteration. It may
instead be more practical to devise test conditions
so that only one fest is required. For example, the

inflation could be stopped and the stress (pressure)
relaxation of the bubble could be monitored.

Similar to other attempts to use inverse methods to
identify both the strain and time dependent parameters
simultaneously [e.g. 12], accurate identification of the
material parameters has been observed to be dependent
on the initial guesses of the parameters. However, the
use of the modified power law equation was found to
be useful to alleviate the difficulties in using the Prony
series where a large number of exponential terms are
required to give a smooth, broadband characterisation
of the time dependent behaviour. Indeed, using the
modified power law equation allows the flexibility of
altering the Prony series without altering the number
of material parameters to be identified in the inverse
method.

This study has shown that both the strain and
the time dependent behaviour can be characterised
from the bubble inflation technique using an inverse
methodology. The strain dependent behaviour can be
characterised by a hyperelastic potential while the
time dependent behaviour can be characterised by
the Prony serics. However, the Prony series can be
difficult to implement in an inverse method due to its
large number of variables. This can be overcome by
pre-fitting the Prony series with a modified power law
model and using the power law model in the inverse
method instead.
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Table 1 compares the cropping of sweetpotato
and com for ethanol production. It may be seen that
not only is our climate not particularly favourable
for grain corn production, sweetpotato is a far more
environment-friendly crop, using less chemical inputs
(for weed, nutrient and pest management) and is less
demanding of water.

In USA, the ethanol yield of corn has been boosted
by converting the corn stovers into alcohol as well.
Plant biomass can be converted into cellulosic
ethanol using a combination of thermal, chemical
and biochemical techniques. One tonne of fibre can

yield more than 340 litres of alcohol. While there
is as yet no commercializable technology for doing
the same with sweetpotato crop wastes, this is the
promise for the future. Wastes, made up of vines and
leaves, can be as high as or even higher in biomass
than sweetpotato root yields at the time of harvest. No
doubt, the moisture content in these wastes is higher
than in corn stovers which are almost dry at the time
of harvest, but we are talking about volumes no less
than 15 tonnes of dry biomass per hectare.

There is also the question of net energy ratios.
Net energy ratio refers to the number of energy units
produced for every unit of energy used in producing
bio-fuel. Table 2 shows that of the three crops,
the highest net energy ratio is for sugarcane, with
sugarbeet and corn trailing behind. This is due in part
to the use of bagasse (i.e. the fibre remaining after the
extraction of the sugar-bearing juice from sugarcane)
as a primary source of boiler fuel. However, recent

research has shown the possibility of using cellulose

from switchgrass (a naturally occurring dominant
tallgrass species of the central North American
prairies) resulting in a net energy ratio equivalent to
that of sugarcane. Likewise, using the cellulose of
corn stovers will boost the net energy ratio of corn
substantially.

Data from Thailand [8] shows that in terms of net
energy ratio, cassava is more efficient than corn in

Table 1. Comparison of the advantages of using sweetpotato instead of corn for bio-ethanol production in Malaysia.

Parameter Sweetpotato

Corn

Suitability to agro-climatic
conditions of Malaysia

Seed/Planting materials
after first crop.

Herbicide use/Erosion

Well suited for year-round planting,
and even marginal soils.

Vegetative propagation. No seed cost

Climate too wet for grain production.
Requires fairly fertile soils.

Need to buy expensive hybrid seed
CVETY 5Casorn.

Fertilizer use

Pesticide use

Water use

Only pre-emergence herbicide used.
Vines and leaves cover soil surface.
Reduce erosion and weeds.

Low requirement of N and P, but
requires more K.

Requires insecticide against weevil
and stemborer.

Can practise rotational cropping
instead of chemical control.

No irrigation after initial stage
(except on sandy soils).

Causes more soil erosion, and uses
more herbicides than any other crop.

Uses more N than any other crop.

Uses more insecticides than any
other crop.

>1,700 litres of water to produce 1
litre of ethanol.
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Table 2. Net energy ratios and greenhouse gas emission for selected materials used in bio-fuel

production.

Material Net encray ratio Greenhouse gas emisjsion
kg/L Reduction

Sugarcane 8.3 1.08 56%
Sugarbeet 1.9 nfa 35-56%
Corn 1.35-1.5 1.94 22%
Cellulose from corn stover 4.39 n/a n/a
Celiulose from switchgrass 8.3 n/a n/a
Cellulosic ethanol 2-36 0.23 91%
Bio-diesel (from canola) 2.5 0.91 68%
Bio-diesel (from soybean) 2.5-3.0 n/a 41%
Bio-diesel (from palm oil) 0.0-9.5 n/a >70%
Petrol 1.0 2.44 0%
Diesel 1.0 2.80 0%

Source: Adapted from [5], [6], [7], Worldwaich Institute (2006)

producing bio-ethanol, coming just after sugarcane
(Fig. 3). We can probably expect the same with
sweetpotato, another root crop.

There have also been claims that the sap of nipah
palm (Nypa fiuticans) can yield anything from
6,480-15,600 litres of ethanol per hectare [9]. These
claims, however, have not yet been substantiated
by actual research data, and are possibly based on
extrapolations of sap yield from single palms. It
must also be remembered that currently nipah stands
are ‘wild’, i.e. not domesticated, and are located in
swamps. The logistics of the labour-intensive tapping
operation for the sap when manoeuvring a boat
through a swamp are difficult to imagine. The sap is
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Figure 3. Energy ratios for different crops and
regions in Thailand. C=Central plain, N=North,
NE= Northeast. Source: [§]

tapped from the peduncle of the young developing
fruit, much the same way as coconut nectar is
collected to make toddy. Moreover, the palms may
not all be flowering and fruiting at the same time, and
subsequent collection of the sap requires the tapper
to ‘hammer’ the peduncle to encourage higher sap
yield [10].

PROS AND CONS OF BIO-FUELS

Bio-fuels may seem the natural solution for a world
facing a future with ever-diminishing sources of
fossil fuels. They are environmentally friendly as the
combustion of bio-fuels produces very much reduced
emissions of greenhouse gases. It has been estimated
that using bio-diesel made from palm oil reduces
CO, emissions by more than 80% compared to using
petroleum diesel. Also, palm oil bio-diesel has a net
energy ratio which surpasses even that of sugarcane
(Table 2). Best of all, bio-fuels are renewable energy
sources; hence, there will be no wormry that their
sources will run out.

Nevertheless, there are a number of issues which

beg attention:

. Bio-diesel has 86% of the energy content of
diesel, while ethanol has only 67% of the
energy content of petrol (Source: US Energy
Information Administration).




2. Growing crops to produce bio-fuels is
effectively reducing the amount of arable land
available for food and feed crops.

3. Already, the effects of channelling corn into bio-
ethanol production are apparent — the supply
of corn for animal feed has been significantly
reduced, leading to a world-wide shortage and
to rising feed prices. Today, the price of grain
corn imported into Malaysia has climbed to
RM1.00 per kilogramme, up from RM0.37 in
the late 1980s!

4. In the carlier part of 2008, the price of palm
oil shot up tremendously because demand
outstripped supply — probably as a result of
palm oil being diverted from use as cooking oil
to bio-diesel production.

5. It was estimated that if the palm oil price is
US$500 (RM1,738) per tonne and crude
mineral oil costs US$60 per barrel, the subsidy
required to make bio-diesel competitive vis-
a-vis petroleum diesel will be US$1.25/litre
(RM4.39/1itre)!

However, this scenario will change when the world
eventually runs out of petroleum sources, and we
still need to run our cars and lorries. It is a matter of
supply and demand.

THE ROLE OF R&D

Currently, the viability of using Jatropha and nipah
palm may be questionable. However, this does not
mean that R&D will not be able to reverse the situation
considerably. It must be remembered that the greatest
advantage of both species is their ability to adapt to
marginal land. This means their cultivation will not
threaten or compete with food crops for arable land.
For example, shorter trees of Jatropha (either
achieved through breeding and selection or through
pruning practices) with the capability of uniform
fruiting and fruit ripening, and thus amenable to
mechanization, will vastly reduce the labour required
for harvesting. Likewise, nipah palms planted in rows
will provide easy access for tapping, while some
form of floral induction will not only result in more
reliable flowering but will also improve the overall
productivity of the stand.
There are also other areas of R&D which merit
attention. One is producing butanol instead of ethanol
as bio-fuel. Butanol can be used directly in existing

petrol cars without the need for modification of their
engines. It produces more energy and is less corrosive
and less water soluble than ethanol. The only reason
it is not currently widely used is because it is too
expensive to produce [11]. R&D can address this
problem.

Another area for research focus is cellulosic
alcohol. This type of production technology will
be applicable to almost any type of biomass plant
material, e.g. straw, grasses, leaves, stalks, wood or
sawdust. Being able to produce cellulosic alcohol
will not only supply bio-fuel, it will also help reduce
the problem of crop waste disposal, of which burning
— a particularly environmentally polluting operation
— is the commonest solution, as well as cut down
greenhouse gas emissions by as much as 91%.
Producing cellulosic alcohol means there will be no
conflict in using food and feed crops for fuel; thus,
no competition for arable land. Again, there is a need
to reduce the current high cost of production and to
improve further the net enersy ratio.

FINAL REMARKS

More seriously, in our race to produce bio-fuels an
important matter has been overlooked: we are taking
the heat off automobile manufacturers. The looming
threat of impending shortage and eventual depletion
of fossil fuels should have been used to pressure them
into inventing more fuel-efficient cars or, better still,
cars powered by other energy sources — such as solar
power. Instead, by using bio-fuels to replace petrol
or diesel, we are in fact ‘feeding an undesirable
habit’ — almost an addiction, if you will — of driving
gas-guzzlers. Besides we are probably helping the
automotive industry to save millions of dollars which
would otherwise have been used to fast-track R&D
into designing more efficient cars, weaning us from the
wasteful use of fuels — whether from non-renewable
or renewable sources. Worse still, by tying up arable
land in growing crops for bio-fuel production, we
may unwittingly be depriving ourselves of access to
cheap food and feed!

So, to answer the question posed by the title of
this paper: Are bio-firels a red herring or a sustainable
option? No, they are not a red herring and can indeed
be a very sustainable option with the backing of
relevant R&D, as well as the government. Perhaps, we
should concentrate on using the voluminous amounts
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